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Abstract

Video object segmentation remains a challenging task
due to the significant variations of objects across video
frames. The state-of-the-art methods tackle the issue by
pixel-level similarity calculation between frames, which
typically focus on low-level feature matching and typically
lead to missing-or-over-segmentation because of the lack of
instance-level awareness. In this paper, we propose Local
and Global Dynamic Kernels to improve the awareness of
instance-level features. Specifically, we utilize segmented
object regions from previous frames to dynamically gener-
ate semantic convolution kernels. Then, those kernels, en-
coded with the overall object features, are convolved with
the current frame to generate consistent object masks. The
proposed method achieved fourth place in YouTube-VOS
2022 challenge.

1. Introduction

Video object segmentation aims to segment the fore-
ground objects from the background. It has many potential
applications, with videos becoming more and more popular
in media content, e.g., autonomous driving, augmented re-
ality, and interactive video editing. In this paper, we focus
on video object segmentation in a semi-supervised setting,
where segmentation of target objects in the first frame is
given, and our goal is to segment the target objects in the
subsequent frames with consistent identities. It remains a
challenging task as objects change dramatically over time
due to their intrinsic characteristics and external occlusions.

Some early methods (e.g., MaskRNN [5], PRe-
MVOS [7]) propose mask refinement in the previous frames
with one extra convolution network. However, mask propa-
gation accumulates errors across frames, especially in oc-
cluded and missing scenarios. Recently, matching-based
methods, such as FEELVOS [10], CFBI [11], STM [8],
KMN [9], and MiVOS [2], have received more attention
due to their promising results compared to refinement-based
methods. They typically conduct matching between pix-
els in the current frame and the previous ones. For exam-

ple, STM [&], KMN [9], and MiVOS [2] design a memory
mechanism to store previous frames and predicted masks of
them to make more use of the matching power. While effec-
tive, the dense matching-based methods focus on pixel-level
appearance matching in details, which lacks instance-level
awareness. In this paper, we propose Local and Global Dy-
namic Kernels to encode the overall object features from
previous frames. Specifically, besides dense pixel-level
matching, we further propose to utilize previous frames to
dynamically generate convolution kernels. Then the dy-
namic kernels with instance-level features are convolved
with the current frame to predict the segmentation mask. In
this way, we can exploit the merits of both pixel-level and
instance-level matching. We conducted extensive experi-
ments on the Youtube-VOS datasets. Our proposed method
achieved fourth place in YouTube-VOS 2022 challenge.

2. Method

In our pipeline, we sequentially process video frames
given the mask annotations in the first frame. As STM [8],
we consider the current frame as the query frame and the
previous frames with mask annotations (for the first frame)
or predictions (for the preceding frames) as memory frames.
The overview of our framework is shown in Figure 1. Our
framework consists of three main components: Query and
Memory Encoder, Local and Global Dynamic Kernels Gen-
eration, and Mask Decoder.

2.1. Query and Memory Encoder

Query Encoder. We utilize convolutional networks as
the Query Encoder. The Query Encoder takes the query
frame as input to generate the query feature maps through
convolution layers. The output feature maps are f@ ¢
RHQXWQXCQ, where H?, W?, and C? are the height,
width, and channel dimensions.

Memory Encoder. The architecture of the memory en-
coder is the same as the query encoder except for the in-
put. The input of the memory encoder is the previous frame
concatenated with the according segmentation mask. After
feature extraction of convolutional layers, the memory en-
coder outputs feature maps £ € R >W"xC" "yhere
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Figure 1. Framework of the proposed method. Object features O}, 0M, and OM | are extracted from memory frames with the guidance
of the corresponding segmentation mask. Local and global dynamic kernels are then dynamically generated by concatenating global and
local object features (i.e., O and O7%;) and convolved with the extracted features of the query frame for instance-aware segmentation
prediction. Memory Embedding and Space-time Memory Read are borrowed from STM [8].

HM WM and CM are the height, width, and channel di-
mensions of memory frames. Then the £ and f< are fed to
the space-time memory read module to propagate the mask
information from memory frames to the current frames, as
in STM [8].

2.2. Local and Global Dynamic Kernels Generation

After feature extraction of query and memory frames,
we propose Local and Global Dynamic Kernels to extract
the local and global overall object features and increase the
model ability of instance-level awareness. Here, “Local”
and “Global” means we utilize different memory frames to
consider both short- and long-range dependencies in terms
of time.

We first extract the foreground object features of mem-
ory frames OM ¢ RCY by weighted average given the pre-
dicted object mask m?™ :
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where ¢ is the pixel index of the reference frame. Then
we obtain the global object features O]C‘;/I by averaging the
{OM}t=1 through all the reference frames 1 : ¢ — 1.

Finally we utilize three fully connected layers to gener-
ate the parameters of convolutional layers in the Mask De-
coder, which are further convolved (interacted) with query
features to output the segmentation masks. The parameter
generation process is formulated as:

oM (1

ke = FL(C(O,011,):0), (2)

where F1,(;0) is the fully connected layers with trainable
parameters 6. The C denote concatenation operation.

2.3. Mask Decoder

We follow the structure in STM [£] to build the the mask
decoder. Input with the features from the space-time mem-
ory read module, the decoder gradually upscale the input
feature map. The refinement module at every stage takes
both the output of the previous stage and a feature map from
the query encoder at the corresponding scale through skip-
connections. The output of the last refinement block is then
convoluted with k¢ to generate the segmentation mask.

3. Experiments
3.1. Training Detail

We follow the three-stage training strategy in STCN
[3]. Specifically, we first train our model on static image
datasets (stage 0). During this stage, each static image is
expanded into a pseudo video of 3 frames through data aug-
mentation. Then we train our model on BL30k dataset [2]
(stage 1). Finally, the pre-trained model is fine-tuned on
the combination of DAVIS and YouTube-VOS training sets
(stage 2). The sampling rate between DAVIS and Youtube-
VOS is set to 1:10. We randomly crop 384x384 patches
from images during training. The batch size is set to 8 for
stage 0,1 and 4 for stage 2. We use a single Tesla A100 GPU
for both training and inference. We use multi-scale and flip
as augmentations to obtain stable results during inference.
The inference scales are set to 480 and 600. We trained our
models with four different backbones: Swin-B [6], Wide-
Resnet50 [12], Resnest101 [13] and Seresnet152 [4], and
obtain the final results by the ensemble of those models.
The ensemble details are shown in Ablation Study 3.3.



Figure 2. Qualitative results of the proposed method on Youtube-VOS 2022.

Team Overall Jseen junseen ‘FSEE’H ‘FU’I’LSEE’I’L
Thursday_Group 0.872 0.855 0.817 0.914 0.903
ux 0.867 0.844 0.819 0.903 0.903
zjmagicworld 0.862 0.841 0.816 0.895 0.896
whe 0.862 0.840 0.818 0.894 0.896
20go 0.861 0.847 0.808 0.901 0.890
sz 0.857 0.831 0.815 0.886 0.896

Table 1. Ranking results on the YouTube-VOS 2022 test set.
“seen” and “unseen” indicate whether the categories of tracking
instances appeared in the training set or not. Our results are high-
lighted in bold.

3.2. Results

As shown in Table 1, our method achieves an overall
score of 86.2% on the YouTube-VOS Challenge 2022 test
set (Semi-VOS track) and ranks the fourth place. Some
qualitative results are shown in Figure 2.

3.3. Ablation Study

We conduct extensive ablation studies on Youtube-VOS
2019 validation set and 2022 test set. As shown in Table 2,
the local and global dynamic kernels bring 0.5% and 0.3%
overall performance improvements, respectively. By apply-
ing both of the dynamic kernels, the overall performance
improves from 84.0% to 84.7%. We add the ASPP mod-
ule [1] before the decoder to obtain features with multiple
receptive fields. By adding the dynamic kernels and ASPP
module, the proposed method achieves 85.1% without flip
and multi-scale testing on Youtube-VOS 2019 Validation
set.

We utilize some inference tricks to further boost the per-
formance. Table 3 shows the ablation studies of inference
tricks on the Youtube-VOS 2022 test dataset. As shown, by
applying multi-scale and flip inference, the performance im-

Local Kernel | Global Kernel | ASPP | Overall

0.840

v 0.843

v 0.845
v v 0.847
v v v 0.851

Table 2. Module ablation study on Youtube-VOS 2019 Validation
set.

Flip & Multi-scale ‘ Ensemble ‘ Overall

0.830
v 0.841
v v 0.862

Table 3. Inference tricks on Youtube-VOS 2022 Test set.

proves by 1.1%. We also utilize the model ensemble, which
consists of four models with different backbones to promote
model performance. Specifically, we average the output
logits of four different models with backbones: Swin-B [6],
Wide-Resnet50 [12], Resnest101 [13] and Seresnet152 [4].
After the ensemble, we achieve 86.2% on Youtube-VOS
2022 test dataset.

3.4. Conclusion

In this paper, we propose Local and Global Dynamic
Kernels to improve the awareness of instance-level features
in existing video object segmentation methods which fo-
cus on low-level feature matching only. Specifically, we
utilize segmented object regions from previous frames to
dynamically generate semantic convolution kernels, which
are then convolved with the current frame to generate con-
sistent object masks. Experiments on YouTube-VOS 2022
show the proposed instance-aware dynamic convolution can



achieve superior performance, especially the fourth place in
YouTube-VOS 2022 challenge.
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