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Abstract

Video Instance Segmentation (VIS) is an emerging vision
task that aims to simultaneously perform detection, classifi-
cation, segmentation, and association of object instances in
videos. In this report, we propose an online method based
on contrastive learning that is able to learn more discrimi-
native instance embeddings for association and fully exploit
history information for stability. The proposed method ob-
tains 53.4 AP on the YouTube-VIS 2022 dataset and was
ranked first place in the video instance segmentation track
of the 2022 Large-scale Video Object Segmentation Chal-
lenge. Moreover, the proposed method outperforms pre-
vious state-of-the-art methods on the YouTube-VIS 2019
dataset in a fair comparison. We hope the simplicity and
effectiveness of our method could benefit further research.

1. Introduction
Video instance segmentation aims at detecting, segment-

ing, and tracking object instances simultaneously in a given
video. It has attracted considerable attention after first
defined [19] in 2019 due to the huge challenge and the
wide applications in video understanding, video editing,
autonomous driving, augmented reality, etc. Current VIS
methods can be categorized as online or offline methods.
Online methods [3,5,8,9,19,20] take as input a video frame
by frame, detecting and segmenting objects per frame while
tracking instances and optimizing results across frames. Of-
fline methods [1, 2, 7, 10, 17, 18], in contrast, take the whole
video as input and generate the instance sequence of the en-
tire video (or video clip) with a single step.

Most online VIS methods are built upon image-level in-
stance segmentation with an additional tracking head to as-
sociate instances across the video. To improve the associa-
tion performance, we take advantage of contrastive learning
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and propose an online model for video instance segmenta-
tion. The key idea is to ensure, in the embedding space,
the similarity of the same instance across frames and the
difference of different instances in all frames, even for in-
stances that belong to the same category and have very sim-
ilar appearances. It provides more discriminative instance
features with better temporal consistency, which guarantees
more accurate association results.

Our method achieves an overall first place in the
YouTube-VIS Challenge 2022, with the score 57.6 AP on
the public validation set, and 53.4 AP on the private test
set. We conduct more experiments on the YouTube-VIS
2019 [19] dataset, on which the proposed method outper-
forms all previous state-of-the-art methods in a fair com-
parison. We believe the simplicity and effectiveness of our
method shall benefit further research.

2. Related Work
Online Video Instance Segmentation. Most previ-
ous online VIS methods follows the tracking-by-detection
paradigm, extending image instance segmentation models
with a tracking branch. The baseline method MaskTrack R-
CNN [19] is built upon Mask R-CNN [6] and introduces a
tracking head to associate each instance in the video. Sip-
Mask [3] follows the similar pipeline based on the one-stage
FCOS [15]. CompFeat [5] proposes a comprehensive fea-
ture aggregation approach to refine features with temporal
and spatial context information, and a new tracking module
to enhance the local discriminative power of features with
local and global correlation maps. STMask [9] proposes
a spatial feature calibration to predict bounding boxes and
extract features from them for frame-level instance segmen-
tation, then aggregate temporal information from adjacent
frames and track instances across frames. CrossVIS [20]
proposes a new learning scheme that uses the instance fea-
ture in the current frame to pixel-wisely localize the same
instance in other frames. Recently, PCAN [8] proposes a
cross-attention network to retrieve rich information from
past frames. Compared with the offline models, the online
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Figure 1. The training pipeline of our method. Given a key frame and a reference frame, the shared-weight backbone and transformer
predict the instance embeddings on them respectively. The embeddings on the key frame are used to predict masks, boxes, and categories,
while the embeddings on the reference frame are selected as positive and negative embeddings for contrastive learning.

models have a wider range of application scenarios.
Offline Video Instance Segmentation. Offline methods
for VIS take the whole video as input and predict the in-
stance sequence of the entire video or video clip with a
single step. MaskProp [2] and Propose-Reduce [10] per-
form mask propagation in a video clip to improve mask
and association. However, the propagation process is time-
consuming, which limits its application. STEm-Seg [1]
models a video clip as a single 3D spatial-temporal vol-
ume and enables inference procedure based on clustering.
Recently, VisTR [17] adopts the transformer [16] to VIS
and models the instance queries for the whole video. How-
ever, it learns an embedding for each instance of each
frame, which makes it hard to apply to longer videos and
more complex scenes. SeqFormer [18] dynamically allo-
cates spatial attention on each frame and aggregates spatial-
temporal features of the same instance to learn a video-
level instance embedding, which greatly improves the per-
formance on VIS.

3. Method
3.1. Instance Segmentation

We propose a contrastive learning method to extract
more discriminative features for instance association. Pre-
vious online VIS models [19, 20] utilize additional associ-
ation head upon on instance segmentation models [6, 14].
Following the state-of-the-art method [18], we take De-
formableDETR [21] with dynamic mask head [14] as our
instance segmentation pipeline in this report. Our method
can be coupled with other instance segmentation methods
with minor modifications.

Given an input frame x ∈ R3×H×W of a video, a
CNN backbone extracts multi-scale feature maps. The De-

formable DETR module takes the feature maps with addi-
tional fixed positional encodings [4] and N learnable object
queries as input. The object queries are first transformed
into output embeddings E ∈ RN×C by the transformer de-
coder. After that, they are decoded into box coordinates,
class labels, and instance masks following SeqFormer [18]
as shown in Fig 1. Then we calculate pair-wise matching
cost which takes into account both the class prediction and
the similarity of predicted and ground truth boxes. Finally,
the whole model is optimized with a multi-task loss func-
tion

L = Lcls + λ1Lbox + λ1Lmask + λ2Lembed, (1)

Lembed is the contrastive loss described in the next section.

3.2. Contrastive Learning between Frames

More discriminative feature embeddings can help dis-
tinguish instances on different frames, thereby improving
the quality of cross-frame association. To this end, we in-
troduce contrastive learning between frames to make the
embedding of the same object instance closer in the em-
bedding space, and the embedding of different object in-
stances farther away. Object queries are used to query the
features of instances from each frame in our instance seg-
mentation pipeline. Therefore, the output embeddings can
be regarded as features of different instances. We employ
an extra light-weighted FFN as a contrastive head to decode
the contrastive embeddings from the instance features.

Given a key frame for instance segmentation training, we
select a reference frame from the temporal neighborhood.
The instances appearing on the key frame may have differ-
ent positions and appearances on the reference frame, but
their contrastive embeddings should be as close as possible
in embedding space. For each instance in the key frame,



we send the output embedding with the lowest cost to the
contrastive head and get the contrastive embedding v. If
the same instance appears on the reference frame, we select
positive and negative samples for it according to the cost
with predictions. The contrastive loss function for a posi-
tive pair of examples is defined as follows:

Lembed = log[1 +
∑
k+

∑
k−

exp(v · k− − v · k+)]. (2)

where k+ and k− are positive and negative feature embed-
dings from the reference frame, respectively.

3.3. Instance Association

Given a test video, we initialize an empty memory bank
for it and perform instance segmentation on each frame se-
quentially in an online scheme. Assume there are N in-
stances predicted by the model with N contrastive embed-
dings, and M instances in the memory bank. We compute
similarity score f between predicted instance i and memory
instance j , and search for the best assignment for instance
i by:

ĵ = argmax f(i, j),∀j ∈ {1, 2, ...,M}. (3)

If f(i, ĵ) > 0.5, we assign the instance i on current frame
to the memory instance ĵ. For the prediction without an as-
signment but has a high class score, we start a new instance
ID in the memory bank.

4. Experiments

4.1. Implementation Details

We use the same setting for Deformable DETR and the
dynamic mask head following SeqFormer [18]. For the
transformer, we use 6 encoder and 6 decoder layers of width
256 with bounding box refinement mechanism, and the
number of object queries is set to 300. We use AdamW [13]
optimizer with base learning rate of 2 × 10−4. The mod-
els are first pre-trained on the MS COCO 2017 dataset for
instance segmentation. After that, we randomly and in-
dependently crop the image from COCO twice to form a
pseudo key-reference frame pair, which is used to pre-train
the contrastive embedding of our models. Then, the models
are trained on YouTube-VIS 2022 for 12000 iterations, the
learning rate is decayed by a factor of 0.1 at the 6000 itera-
tions. For data augmentation in training, we use multi-scale
training scales at [320, 352, 392, 416, 448, 480, 512, 544,
576, 608, 640] for shortest side. During inference, the input
frames are downscaled that the shortest side is at 480 pix-
els by default. For multi-scale testing, the shortest side is
at [480, 640, 800]. The model is trained on 8 A100 GPUs,
with 4 pairs of frames per GPU.

Team mAP mAP S AP50 S mAP L AP50 L

Ours 53.4 59.6 80.7 47.2 67.5
peiyunc1989 50.9 57.1 79.6 44.8 70.5
mahogany 50.7 57.1 77.5 44.2 63.6
Ach 48.1 54.3 77.0 41.9 65.3
zhangtao-whu 48.0 53.0 73.6 43.1 67.1

Table 1. Comparison with other methods on the Youtube-VIS
2022 test set.

Method mAP AP50 AP75 AR1 AR10

MaskTrack R-CNN [19] 30.3 51.1 32.6 31.0 35.5
SipMask [3] 33.7 54.1 35.8 35.4 40.1
CompFeat [5] 35.3 56.0 38.6 33.1 40.3
CrossVIS [20] 36.3 56.8 38.9 35.6 40.7
STEm-Seg [1] 30.6 50.7 33.5 37.6 37.1
VisTR [17] 36.2 59.8 36.9 37.2 42.4
Propose-Reduce [10] 40.4 63.0 43.8 41.1 49.7
IFC [7] 42.8 65.8 46.8 43.8 51.2
SeqFormer [18] 45.1 66.9 50.5 45.6 54.6
Ours 47.1 71.7 51.4 44.7 54.5

Table 2. Comparison with other methods on the Youtube-VIS
2019 validation set. We use a ResNet-50 backbone and single
scale testing for fair comparison. Bold represent the best metrics.

4.2. Main Results
We evaluate the performance of the proposed method

by participating in the YouTube-VIS Challenge 2022 and
achieve first place. As shown in Table 1, our method
achieves 53.4 AP on the Youtube-VIS 2022 test set and
surpasses others by a large margin. For a fair compari-
son with previous methods, we conduct experiments on the
standard YouTube-VIS 2019 dataset, as shown in Table 2.
With the same ResNet-50 backbone and single scale testing,
we achieve 47.1 AP, surpassing the previous state-of-the-art
method by 2.0 AP.

4.3. Ablation Study

In this section we study how we achieve the final re-
sults as show in Table 3. The baseline is with ResNet-50
backbone and single-scale testing. Integrated with the Swin
Transformer backbone [11], our method achieves a much
higher AP of 53.0. The pseudo key-reference frame pair
pre-train improves the AP from 53.0 to 55.2. After that,
we utilize multi-scale testing for further boosting perfor-
mance. Different from image instance segmentation, the
IoU computation is carried out in both spatial domain and
temporal domain. Multi-scale testing can further improve
the result from 55.2 to 56.6. Finally, by ensembling Swin-
L and ConvNext-L [12] in the same way, we achieve the
state-of-the-art with 57.6 AP. All the results are evaluate on
Youtube-VIS 2022 validation set.



Method mAP ∆mAP mAP S mAP L

ResNet-50 42.4 - 45.5 39.2
Swin-L 53.0 10.6 57.6 48.4
+pseudo frame 55.2 2.2 59.7 50.7
+multi-scale 56.6 1.4 61.2 52.0
+multi-model 57.6 1.0 61.7 53.6

Table 3. Ablation study on the Youtube-VIS 2022 validation set.

5. Conclusions

In this work, we propose an online method to perform
the VIS task based on contrastive learning that is able to
learn discriminative instance embeddings for instance asso-
ciation. Our method achieves first place in the YouTube-
VIS Challenge 2022, with 57.6 AP on the validation set,
and 53.4 AP on the test set. In addition, the proposed
method outperforms all previous state-of-the-art methods
on the YouTube-VIS 2019 dataset in a fair comparison. We
believe the simplicity and effectiveness of our method shall
benefit further research.
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