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Abstract

This technical report introduces our submission to the
referring video object segmentation task of YouTube-VOS
Challenge 2022. Our approach explores a fusing strategy
to combine the existing advances in Referring Video Ob-
ject Segmentation (RVOS) and Semi-supervised Video Ob-
ject Segmentation (SVOS). Given an input video sequence
and a text describing the target object, we first perform
RVOS to generate the initial segmentation results. Next,
we compute the relevance between the input text and each
video frame. Finally, the confident results from the rele-
vant frames are selected and propagated to the remaining
frames. This approach can improve the existing implemen-
tations in temporal consistency and achieve competitive re-
sults on Ref-YouTube-VOS test set [17].

1. Introduction
Referring Video Object Segmentation (RVOS) aims to

segment the object described by a text from the input video
sequence. This task is formulated initially to segment the
object with specific actions [6]. Therefore, the text descrip-
tions in the early RVOS datasets are action-oriented. More
recently, RVOS has been reformulated to segment general
objects with unconstrained descriptions [9, 17].

Analogously to Semi-supervised Video Object Segmen-
tation (SVOS) [15], RVOS focuses on segmenting specific
objects, rather than general objects from videos. The main
difference between these tasks lies in the prompt format for
the objects to segment: In SVOS, the prompt is the human-
annotated object mask on one video frame. By contrast,
RVOS methods only infer object masks under the guidance
of language expressions. Therefore, the prompt in RVOS is
more user-friendly and requires less effort than SVOS dur-
ing inference, making RVOS valuable in human-computer
interaction applications.

The most frequently used paradigm for RVOS is first
to encode visual and language features from input videos
and texts. Then segmentation models could focus on the

text-referred object by interacting between multi-modal fea-
tures. Based on different ways to process video frames, the
existing RVOS methods could be grouped into two cate-
gories: Sequential methods [6, 8, 10, 17, 19, 20, 23] and par-
allel methods [1,13,21]. The former performs segmentation
frame-by-frame, where cross-modal attention and dynamic
convolution are the frequently used techniques to interact
between visual and language features. By contrast, The lat-
ter infers the entire input video with one feed-forward pass.
To do so, they reformulate RVOS as the task of sequence
prediction, where a sequence of binary masks is generated
to cover the text-referred object on all video frames. There-
fore, they can achieve better efficiency and consider more
global context than the sequential methods.

Among the parallel methods, the transformer-based ones
[1, 21] reach the state-of-the-art performance. They both
build their models based on the DETR architecture [3]. The
main difference between them lies in the decoding process:
MTTR [1] infers all objects from the video and then filters
out the irrelevant ones based on the text information. On
the other hand, ReferFormer [21] directly segments the text-
referred object by considering texts as queries. In addition
to RVOS datasets, ReferFormer trains the model on the RIS
datasets (Referring Image Segmentation, e.g., Ref-COCO
series [12, 24]), further improving the performance.

Although achieving good results, there is still a prob-
lem that the existing methods (including both sequential and
parallel ones) cannot handle well: Most methods consider
each frame individually for multi-modal inference, resulting
in inconsistent segmentation results. For example, the seg-
mented masks switch between the target object and other
background objects due to scene changes or less optimal
language understanding. To mitigate this problem, we ex-
plore a fusing strategy on top of the methods for RVOS and
SVOS. In particular, given an input video and text, we per-
form RVOS first on all video frames to generate the initial
results. Next, the relevance scores between each frame and
the text are measured. Finally, confident results are selected
from the high-scored frames and propagated to the remain-
ing frames. To some extent, our proposed approach can
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avoid false-positive results since they usually come from the
low-relevant frames to the text. After the initial inference,
these results would be replaced with more temporally con-
sistent ones propagated from high-relevant and confident
object masks. The competitive results on Ref-YouTube-
VOS test sets [17] demonstrate the effectiveness of our pro-
posed approach.

2. Related Works
Referring Video Object Segmentation Given a video
sequence and text, Referring Video Object Segmentation
(RVOS) aims to segment the text-referred object on all
video frames. Therefore, the key to high-quality results is
interacting well between multi-modal features. The early
methods [6,8,10,17,19,20,23] encode visual and language
features with CNNs and RNNs/linear layers, respectively.
Then they generate text-related object masks via dynamic
convolution or cross-modal attention. More recently, full-
transformer models [1, 21] (including visual/language en-
coders and multi-modal modules) improve the RVOS per-
formance in both accuracy and efficiency due to better fea-
ture interaction and parallel framework.

Semi-supervised Video Object Segmentation Given a
video sequence and an annotated object mask, Semi-
supervised Video Object Segmentation (SVOS) aims to
propagate the mask to other video frames. The key to high-
quality results is recognising visual and semantic features of
the annotated object and maintaining consistent predictions
throughout the sequence. Most early methods achieve this
via online fine-tuning [2, 18]. To further improve the per-
formance and save computation cost, current methods tend
to perform SVOS via feature matching between the anno-
tated/segmented frames and the frames to segment [4, 14].

3. Method
To achieve temporally consistent results, we explore a

fusing strategy on top of existing RVOS and SVOS ad-
vances. Figure 1 illusrates the architecture of the proposed
approach, which consists of three steps: (1) referring video
object segmentation, (2) relevance score computation, and
(3) confident result propagation.

Referring Video Object Segmentation Given an input
video sequence and a text describing the object to seg-
ment, this stage aims to perform referring video object seg-
mentation to generate initial results. We utilise the RVOS
model ReferFormer [21] with Video-Swin-Transformer-
Base backbone [11] to predict object masks on each frame.

Relevance Score Computation We improve the masks
with the propagation-based method since temporal consis-

Table 1. Results on the 4th Large-scale Video Object Segmenga-
tion Challenge - Track 3: Referring Video Object segmentation.

# Team Overall ↑ J ↑ F ↑
1 Bo 0.641 0.622 0.661
2 jiliushi 0.617 0.598 0.636
3 PENG 0.608 0.589 0.627
4 ds-hohhot 0.596 0.579 0.612
5 JQK 0.594 0.577 0.611
6 nero 0.580 0.561 0.599

tency is not fully considered during initial mask prediction.
For each video, we select the most confident mask and prop-
agate it to the remaining frames. The confidence comes
from the instance-level probabilities by Referformer [21].
Apparently, confidence is critical to the final results since
it indicates the “seed” object mask to propagate. Once the
false-positive result (e.g., background object) is selected, it
would degrade the overall results initialised from the corre-
sponding video. To mitigate this issue, we incorporate the
well-trained vision-language encoder [16] with ViT-L/14
backbone [5] to compute the relevance score between each
frame and the text. To some extent, the video frames only
containing background objects could be excluded to avoid
considering false-positive results.

Confident Mask Propagation For each video, we select
the confident mask from the video frames with top 60% rel-
evance scores. After this, the result can be propagated to the
remaining frames to refine the overall performance in tem-
poral consistency. The propagation is achieved by STCN
[4] with ResNet-101 backbone [7], pretrained as in [4] and
then fine-tuned on YouTube-VOS-2019 [22] only.

4. Experiments

Given an input video sequence (generally with the reso-
lution of 1280 × 720 in YouTube-VOS datasets), we gen-
erate the initial results from downsampled videos (shorter
side = 360, as in [21]). To compute relevance scores, we
pad and resize the videos to 224 × 224 for visual feature
embedding. With the initial results (original resolution) and
scores, we perform mask propagation with full resolution.

As shown in Table 1, our approach achieves competitive
performance on the RVOS task of YouTube-VOS Challenge
2022. We also show some qualitative results in Figure 2 to
illustrate the effectiveness of the approach.

5. Conclusion

This technical report explores a fusing strategy for
RVOS, where the advances in SVOS and vision-language
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Figure 1. The framework of the proposed approach. C: confidence score, R: relevance score (after softmax across all video frames).

embedding are incorporated to refine the segmentation re-
sults in temporal consistency. The competitive results on
the challenge dataset show the effectiveness of the proposed
approach. In the future, we would explore more flexible and
compact framework for end-to-end RVOS.
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