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Abstract

The task of referring video object segmentation aims to
segment the object in the frames of a given video to which
the referring expressions refer. Previous methods adopt
multi-stage approach and design complex pipelines to ob-
tain promising results. Recently, the end-to-end method
based on Transformer has proved its superiority. In this
work, we draw on the advantages of the above methods to
provide a simple and effective pipeline for RVOS. Firstly,
We improve the state-of-the-art one-stage method Refer-
Former to obtain mask sequences that are strongly corre-
lated with language descriptions. Secondly, based on a
reliable and high-quality keyframe, we leverage the supe-
rior performance of video object segmentation model to
further enhance the quality and temporal consistency of
the mask results. Our single model reaches 70.3 J&F
on the Referring Youtube-VOS validation set and 63.0 on
the test set. After ensemble, we achieve 64.1 on the fi-
nal leaderboard, ranking 1st place on CVPR2022 Refer-
ring Youtube-VOS challenge. Code will be available at
https://github.com/Zhiweihhh/cvpr2022-
rvos-challenge.git.

1. Introduction
Referring video object segmentation(RVOS) is a task of

segmenting the target instance in the frames of a given video
based on the natural language expression. Compared with
traditional video object segmentation, RVOS requires un-
derstanding both visual and textual content and locating the
referred object based on cross-modal reasoning, which is
a more challenging task. RVOS has more convenience in
applications such as human-computer interaction and video
editing, thus has received wide attention from the commu-
nity.

To achieve better performance, existing methods usually
adopt multi-stage approach and design complex pipelines,
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Figure 1. The overall architecture of our model.

which suffer from poor scalability and optimization difficul-
ties. For example, The previous champion [7] of this track
proposed a three-stage approach, including an instance seg-
mentation module, a propagation module and a tracklet-
language grounding module to achieve encouraging results.
However, this method requires separately tuning the perfor-
mance of each module which may lead to sub-optimal solu-
tion. Recently, inspired by Transformer [15] and DETR [3],
ReferFormer [16] proposed a simple end-to-end framework
for the RVOS task. This method views the language as
queries and directly attends to the most relevant regions in
the video frames, resulting in state-of-the-art performance.

In this work, we try to combine the advantages of the
existing methods, to provide a simple and effective pipeline
for RVOS task. We find that the multi-stage approach is
mainly limited by the quality of the initial masks fed into the
propagation model, and with high-quality masks related to
the reference language can significantly improve the over-
all performance. While ReferFormer can provide masks
that are strongly correlated with reference descriptions, but
has certain limitations in temporal consistency. Based on
the above observations, We first conduct extensive experi-
ments on ReferFormer and improve the best single model a
large margin on the validation set. Secondly, thanks to the
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high-quality mask sequences generated by ReferFormer, we
demonstrate that the performance of the model can be fur-
ther improved by a strong semi-supervised model based on
simple keyframe selection.

Our method ranks 1st place in the 4th Large-scale Video
Object Segmentation Challenge (CVPR2022): Referring
Video Object Segmentation track [1], with an overall J&F
of 64.1 test-challenge.

2. Related Work
Semi-supervised Video Object Segmentation The goal

of semi-supervised VOS is to obtain pixel-level segmenta-
tion of objects across a video clip based on the mask annota-
tion given at the first frame. The current mainstream meth-
ods [4, 12, 17, 18] segment and track the target by matching
the feature correlation between the target and the potential
objects in the video sequence. STM [12] uses memory net-
work to store object features from past frames and com-
putes feature correlations based on attention mechanism.
CFBI [17] further enhances the accuracy of the correlation
calculation by considering both foreground and background
object features. To realize better and more efficient embed-
ding learning, AOT [18] employs an identification mecha-
nism to associate multiple targets and a Long Short-Term
Transformer to construct hierarchical matching and propa-
gation. In our work, we utilize AOT for post-processing to
improve the quality and temporal consistency of segmenta-
tions.

Referring Video Object Segmentation. The RVOS
task was first proposed by Gavrilyuk et al [5], whose goal
is to segment and track actors and their actions in video
content through natural language descriptions. The cur-
rent method can be divided into two categories. (1) Multi-
stage method. These methods [2, 6, 7, 14] process each
frame of the video clip separately through an image-level
model. Representative works include URVOS [14], which
first performs initial mask prediction through an image-
level model, and then propagates through a semi-supervised
VOS method. (2) One-stage method. Recently, inspired
by DETR [3], ReferFormer [16] views the language as
queries and directly attends to the most relevant regions in
the video frames resulting in state-of-the-art performance.
Our work draws on the advantages of the above two meth-
ods, obtains mask sequences strongly correlated with nat-
ural language descriptions based on ReferFormer, and fur-
ther generates higher-quality results with the help of semi-
supervised methods by selecting keyframes.

3. Method
The input of RVOS contains a video sequence V ={

vt ∈ RC×H×W
}T

t=1
with T frames and a correspond-

ing referring expression E = {el}Ll=1 with L words.

We use the ReferFormer, a strong baseline of RVOS
task, to obtain T-frame binary segmentation masks M ={
mt ∈ RH×W

}T

t=1
. To further improve the quality and

temporal consistency of the segmentation masks from the
ReferFormer, we utilize the AOT algorithm to post-process
our results. For the AOT post-process, we choose the
frame with the highest score as the key-frame, and then
use AOT to propagate it forward and backward to the
entire video frames, producing high-quality results S ={
st ∈ RH×W

}T

t=1
. Finally, we ensemble the results of

multiple models of AOT to obtain the final segmentation
masks F =

{
ft ∈ RH×W

}T

t=1
. The overall architecture of

the proposed method is illustrated in Figure 1.
Backbone As illustrated in Figure 1, the input of our

framework consists of a video sequence V and a referring
expression E . We simply employ a universal RVOS frame-
work as our backbone, i.e., ReferFormer, which produces
T-frame binary segmentation masks M of referred object:

M =
{
Fref (E , vt)

}T

t=1
(1)

where Fref denotes the ReferFormer model. During train-
ing, inspired by [8], we first use the image dataset Re-
fCOCO and the video dataset Ref-Youtube-VOS to train
the ReferFormer jointly, and then fine-tune it on the Ref-
Youtube-VOS. In [16], the joint training process freezes the
text encoder all the time, which may limit the guiding role
of language. During the fine-tuning stage, we train the text
encoder together with other modules to improve the lan-
guage modeling ability.

Post-process Previous work [16] has shown that us-
ing a semi-supervised VOS algorithm can further improve
the accuracy of segmentation results and as model perfor-
mance becomes stronger, the benefits of post-processing
decrease. Our experiments find that even high-performing
models can still achieve large gains when using a power-
ful semi-supervised VOS method. Given the ground-truth
object masks of the first frame, semi-supervised VOS meth-
ods propagate the manual labeling to the entire video se-
quence. However, if we directly apply a semi-supervised
VOS model to process our segmentation masks M, some
problems will occur. The object referred to by E may not
appear in the first frame, and the quality of the segmentation
results in the first frame may not be the best in the entire
video sequence. Therefore, we need to seek a reasonable
indicator to assist us select the frame with the highest seg-
mentation quality in M as the key-frame for post-process.

For the k-th frame, the ReferFormer predicts the corre-
sponding probability scalar pk ∈ R1 to indicate whether the
prediction instance of the current frame corresponds to the
referred object and the object is visible in the current frame.
We first pick our key-frame index Kindex using the proba-
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Figure 2. Visualization results on Ref-Youtube-VOS.

bility scalar of the entire video sequence P :

Kindex = argmax(P) (2)

where P =
{
pk ∈ R1

}T

k=1
. Then, we employ AOT to for-

ward and backward propagate the key mask selected by key-
frame index to the entire video clip and obtain correspond-
ing object segmentation masks S:

S = Fpost(M,Kindex) (3)

where Fpost denotes the AOT model.
Multi-model Fusion Based on Language Priors By

analyzing the Ref-Youtube-VOS dataset and final predic-
tion results, we find that the same model predicts inconsis-
tently when guided by different referring expressions with
the same meaning. Similarly, different models predict in-
consistently when guided by the same referring expression.
To solve this problem, we fuse the masks predict by differ-
ent referring expressions that describe the same target from
different models. The fusion masks are voted at the pixel
level. When the pixel value is greater than a certain thresh-
old thr, we divide the pixel into the foreground, otherwise,
it is divided into the background.

yt =

N∑
n=1

(snt ) (4)

f i
t =

{
0 yit < thr

1 yit >= thr
(5)

where i ∈ {1, 2, ...,HW}, N denotes the number of re-
sults generated by different referring expressions with the
same meaning in all models, yt ∈ RH×W denotes the fu-
sion mask of N results. For the case that there is only one
language description, we also fuse the results of all models
and determine the final result according to the correspond-
ing threshold value thrs.

Model J&F ↑
Baseline 64.9

+Finetune on Ref-Youtube-VOS dataset 66.0 (+1.1)
+Key-frame & AOT 70.3 (+4.3)

+Multi-model Fusion & AOT 71.0 (+0.7)
+Model Ensemble 72.4 (+1.4)

Table 1. Ablation study of each module on our model’s perfor-
mance on validation set.

4. Experiment

Dataset and Metrics We measure the effectiveness of
our model on 2022 Referring Youtube-VOS challenge [1],
which is based on YouTube-VOS-2019 dataset [14]. Ref-
Youtube-VOS dataset has 3,978 high-resolution YouTube
videos with about 15K language expressions. These video
are divided into 3,471 training videos, 202 validation videos
and 305 test videos. We use two standard metrics, i.e., re-
gion similarity J and contour accuracy F following [13],
for evaluation.

Detailed Network Architecture We employ two sim-
ple and powerful benchmark networks, ReferFormer and
AOT. For ReferFormer, we adopt Video-Swin-Base [11] as
the visual encoder and RoBERTa-Base [9] as the text en-
coder. For the mask propagation model AOT, we adopt
Swin-L [10] as the backbone.

Training Detail. During fine-tuning, ReferFormer
is trained on Ref-Youtube-VOS dataset, optimized using
AdamW optimizer with the weight decay of 5e-4, a learn-
ing rate of 5e-6, and an initial learning rate of 1e-6 for the
rest. We fine-tune the model for 6 epochs with the learning
rate decays divided by 10 at 3-th and 5-th epoch. It should
be noted that we do not freeze text encoder parameters dur-
ing fine-tuning. In the post-process stage, we retrain the
AOT network with Swin-L as the backbone, and the specific



training parameters are consistent with the default AOT [18]
setting.

Model Ensemble To further improve the segmentation
accuracy, we utilize the model ensemble strategy which is
the same as multi-model fusion based on language priors to
fuse the results of the fine-tuning model, the ReferFormer
official Video-Swin-Base model and the Swin-L model, and
send the fusion masks to the AOT for post-process, the
key-frame index is derived from the fine-tuning model. Fi-
nally, we ensemble the AOT results of the fusion model,
fine-tuning model, ReferFormer official Video-Swin-Base
model and Swin-L model to get the final submission masks.

Results on RVOS Challenge. Our approach achieves
64.13 on the final leaderboard, ranking 1st place on
CVPR2022 Referring Youtube-VOS challenge and outper-
forming the next best team by 2.4% in the aspect of overall
J&F .

Ablation Study. To study the effect of each module on
our model’s performance, we start our ablation study with a
simple baseline network, i.e., ReferFormer, as illustrated in
Table 1. We first finetune our model on Ref-Youtube-VOS
dataset, and it improves performance by 1.1%. A reason-
able key-frame selection strategy combined with AOT post-
process can achieve significant performance improvement
(3rd row in Table 1). Then, we utilize the model ensem-
ble strategy to fuse the masks of the fine-tuning model, the
ReferFormer official Video-Swin-Base model and the Swin-
L model, and send the fusion masks to the AOT for fur-
ther post-process, and it brings a 0.7% performance boost.
Finally, again using the model ensemble scheme to fuse
the AOT results of multi-model, the fine-tuning model, the
ReferFormer official Video-Swin-Base model and the Swin-
L model, we achieve a performance of 72.4% on the valida-
tion set.
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